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Abstract 
 

In this study, earthquakes with a magnitude of 3 and above occurring between 36-42 degrees North latitude 

and 26-45 degrees East longitude, within and around Turkey from 1980 to 2022, were considered. Turkey and 

its immediate surroundings were divided into 114-unit squares using latitude and longitude coordinates to 

investigate seismic similarities. The variables including 50130 earthquake depths and magnitudes in our data 

set were analyzed using the {K-Means Cluster Analysis} method in the SPSS program. Hierarchical clustering 

method was used to determine the number of clusters and the number of clusters was determined as 5 with the 

help of the dendrogram obtained. As a result of the cluster analysis, it was observed that 47% of the earthquakes 

in Turkey were at a depth of 5 to 10 km. It has been observed that 93% of the earthquake intensities occur 

between 3 and 4 magnitudes. A cluster analysis was conducted to assess the similarities and dissimilarities 

among earthquakes within these unit squares in terms of their magnitudes and depths. Due to the large sample 

size and the analysis involving continuous variables, the earthquake data were grouped into 5 clusters using 

non-hierarchical clustering methods, and the relationships within and between these clusters were observed. 

 

Keywords: Cluster Analysis, Earthquake, Depth, Magnitude. 

 

1. Introduction 

 

 The two severe earthquakes that occurred in our country 

on February 6, 2023, followed by the earthquake storm 

that emerged afterwards, as well as the ongoing 

earthquakes, have been among the biggest disasters our 

country has faced. These tragic events have deeply 

saddened us as a whole country and other countries also 

shared the same pain. It is not possible to predict the 

earthquake in terms of time and date. However, in terms 

of probability, we can scientifically predict in what 

intensity range and in how many years [1-2-3]. When 

looking at recent studies that have conducted cluster 

analysis on earthquake-prone area data; earthquakes 

occurring near the city of Bengkulu in Indonesia were 

analyzed using the k-means technique for cluster analysis 

[15]. Similarly, seismic earthquakes in India were 

analyzed using the k-means technique for cluster analysis 

[16]. Earthquakes on the Zagros mountains within the 

borders of Iran were also examined using the k-means 

technique, as in previous studies. Based on these studies; 

earthquakes in Turkey have been grouped using the k-

means technique for cluster analysis based on their depth 

and magnitude, yielding scientific results. Although 

Turkey is located in the Alpine-Himalayan fold belt, a 

large part of it is located in the earthquake zone and is 

constantly compressed by the Eurasian plate in the north 

and the African plate in the south due to the inability of 

Anatolia to complete its evolution.  

 

Due to this compression, the fault lines formed in 

Anatolia are located in certain sections and these are 

called the North Anatolian Fault, the South Anatolian 

Fault, the Aegean Graben System and the Southeastern 

Anatolian Thrust Belt. Our country is located between 

(36o-42o) northern latitudes and (26o-45o) eastern 

longitudes. It includes 19 longitudes and 6 latitudes.As 

can be seen in Figure 1, 114 regions are visualized on the 

map of Turkey by dividing them into latitude and 

longitude squares. 

 

We refer to each of these allocated sections as a unit 
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square. Earthquake data can be examined through these 

unit squares and the relationships between these 

earthquakes can be evaluated. 

 

Figure 1. Dividing the latitude and longitude coordinates 

of the Turkey map into unit squares. 

 

2. Materials and Methods 

 

2.1. Cluster Analysis 

 

If we define cluster analysis, it is a method of dividing 

the stack of variables into certain groups in terms of their 

similarities within themselves. It is also a way to find 

general patterns of distribution in data. It is widely used 

in statistical analysis [4]. 

  

Cluster analysis provides the emergence of certain 

important features in data analysis. It has the ability to 

work with unorganized data sets whose dependent 

variable is uncertain or neglected during the data analysis 

phase. To measure the distances between units, 

measurement techniques such as Euclidean distance, 

Minkowski distance, Manhattan distance, and Jaccard 

coefficient are used. The main purpose of using these 

techniques is to ensure the formation of clusters where 

units exhibit homogeneous properties within themselves. 

In more general terms, these measurement techniques 

aim to minimize distances within clusters and maximize 

distances between clusters [5]. 

 

Assumptions that are vital for other statistical methods 

such as normality, linearity, and constant variance do not 

have much importance in Cluster Analysis. For this 

reason, in Cluster Analysis applications, it is 

recommended to take into account the ability of the data 

to represent the sample in question and whether it has 

multiple linked variables. The most important issue to be 

decided at the stage of choosing clustering analysis will 

be the degree to which the sample to be examined 

represents the subgroups in the stack [6]. 

 

Cluster analysis is one of the most used techniques as a 

result of the advancement of technology and is widely 

used in data mining, especially for large data sets. The 

cluster analysis method, which was mostly performed 

manually in the past, can now be applied to large datasets 

with the assistance of computer technologies, in parallel 

with technological advancements. Today, it is widely 

used primarily in market research, customer portfolios of 

companies, medicine, etc. [7]. Basically, cluster analysis 

is an analysis technique that aims to collect data with 

different characteristics in the same group by making use 

of certain similarities. There are many algorithms 

available in cluster analysis. In general, these algorithms 

are grouped into two groups: hierarchical clustering 

techniques that create dendrograms and non-hierarchical 

clustering techniques. The main goal of both of these 

techniques is to maximize the differences between 

clusters and intra-cluster similarities. In other words, it is 

to maximize the similarity situation within the sets and to 

minimize the similarity between the sets. Which of these 

techniques is preferred depends on the number of 

clusters, but it is much more useful to use both techniques 

together? Thus, it helps us to compare the results of both 

techniques used and to choose the most appropriate 

technique to be used [8]. Hierarchical clustering method 

is used in data sets where the number of clusters is not 

specified. The number of clusters is determined based on 

the chosen hierarchical clustering technique. In cases 

where the number of clusters is known, the K-Average 

technique, which is one of the non-hierarchical clustering 

methods, is used. These groupings are made according to 

the specified number of clusters. When determining the 

clustering analysis technique, the nature of the data set is 

generally taken into consideration. In this case, some data 

are collected by determining the first data, while some 

data are divided from the total and clustered. Figure 1 

illustrates the separation of latitude and longitude of the 

map of Turkey into unit squares. 

 

2.1.1. Hierarchical Clustering Techniques 

 

Hierarchical techniques start with a matrix of distances 

between units. At the beginning of the analysis phase, 

each unit is considered as a single set. Afterwards, the 

groups that are closest to each other are combined with 

each other and this merging process is repeated one after 

the other [8]. Among the hierarchical techniques, the 

most accepted ones are [12]; 

▪ Single Linkage Technique (Nearest Neighborhood) 
▪ Complete Linkage Technique (Farthest 

Neighborhood) 
▪ Average Group Linkage Technique 
▪ Ward Technique 
▪ Median Technique 
▪ Centroid Technique.  

 
2.1.1.1. Single Linkage Technique 

 

In single linkage technique, the existing distance between 
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two clusters begins with the minimum distance between 

the clusters [9]. 

 

2.1.1.2. Complete Linkage Technique 

 

In other words, the "Farthest Neighborhood" technique is 

similar in theory to the single linkage technique. The 

difference between this technique and the single linkage 

technique is that it makes use of the maximum distance 

between two units, instead of the minimum distance 

between clusters [9]. 

 

2.1.1.3. Average Group Linkage Technique 

 

In the Average Group Linkage Technique, the distance 

between the two groups must be short in order to unite. 

In other words, the calculation of the difference between 

two sets is done by taking the average differences 

between the pairs of units in one set and the pairs of units 

in another set [9]. 

 

2.1.1.4. Ward Technique 

 

It is a general hierarchical clustering technique created by 

Ward in 1963 to assist with partial problems. It is also 

called the minimum variance method. The technique 

aims to combine two sets with a minimum sum of squares 

within sets (minimum variance within the group) [13]. 

 

2.1.1.5. Median Technique 

 

It was developed by Gower in 1967 to determine the 

calculation point of cluster distances as the midpoint. 

Thus, for n clusters, each of which contains a single unit 

at the beginning, the distance between each cluster will 

be equal and equal to its median value [13]. 

 

2.1.1.6. Centroid Technique 

  

In the centroid technique, the distance between clusters 

is expressed as the Euclidean distance between cluster 

averages. Thus, the weighted average of the cluster 

means is considered to be the cluster center [12]. 

 

2.1.2 Non-Hierarchical Clustering Techniques 

 

If the researcher has a preliminary knowledge about the 

number of clusters, in other words, if the number of 

clusters is decided by the researcher, non-hierarchical 

techniques are used instead of hierarchical techniques 

[8]. Non-hierarchical clustering techniques have the 

advantage of being faster than hierarchical clustering 

techniques. In addition, the higher the sample size, the 

more meaningful the results will be. In many non-

hierarchical clustering techniques, the number of clusters 

is predetermined by the researcher as ‘k’ according to the 

sample size. In general, it is recommended to use 

hierarchical techniques and non-hierarchical techniques 

together [8]. The k-mean technique, which is a 

hierarchical clustering technique, was developed by J.A. 

Hartigon and M.A. Wong, and the purpose of this 

technique is to create a small number of clusters among 

a large number of units. Although this technique is used 

both for units that contain discrete variables, it can also 

be applied to continuous variables that do not contain 

extreme values. The primary objective in using this 

technique is to minimize the sum of squares within 

clusters, thereby minimizing cluster variability and 

dividing a p-dimensional unit into 'k' clusters. [14]. 

 

3. Cluster Analysis in Earthquake Studies 

 

In the study conducted by [15], earthquakes occurring 

near the city of Bengkulu in Indonesia were grouped 

according to seismic classifications, based on location 

and magnitudes, using cluster analysis to categorize 

earthquake characteristics. While performing the cluster 

analysis of the earthquake source regions, weightings 

were made with the k-means technique. In this study, 19 

optimal earthquake clusters were obtained. The data 

consists of earthquakes of magnitude 5 Ms (surface 

wave) and above, which occurred from January 1970 to 

December 2015 in and around Bengkulu, West Sumatra, 

Lampung, and the Indian Ocean regions. As a result, 

earthquakes in and around the city of Bengkulu mostly 

occur in the Indian Ocean  , with only minor earthquakes 

occurring on the mainland. Most earthquakes with a 

magnitude of 5 ms to 6 ms are tectonic earthquakes that 

occur at a depth of less than 100 km. Among the 

earthquake clusters created, the most striking is the 

earthquake that occurred around the Mentawai Islands of 

West Sumatra province, and another in the seas of 

Lampung Province. 

 

In the study conducted by [16], cluster analysis was 

performed using the k-means method based on the spatial 

and positional magnitudes of seismic earthquakes that 

occurred in India over the last 10 years. The performance 

of the study is calculated using the sum of the squares of 

the intra-cluster error coefficients. In the current study, 6 

earthquake clusters were obtained. The applied dataset 

consists of 1657 seismic events that occurred in India 

between January 1, 2005 and December 31, 2015. Each 

seismic event includes the year, month, day, hour, 

latitude, longitude, and magnitude. The focus of the study 

has been on the magnitude of the earthquake rather than 

its time. As a result, other variables have been excluded 

from the research, and only earthquake magnitudes have 

been included in the cluster analysis. Euclidean distances 

were used to calculate the distance between the two 

clusters. As a result, the k-means method has a strong 

potential to provide a superior tool in earthquake cluster 

analysis. In the study conducted by [17], earthquakes 

occurring on the Zagros Mountains within the borders of 

Iran were investigated and categorized into seismic zones 

based on their respective faults. The k-means technique 

was used for clustering these regions, with the dataset 
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containing 554 earthquakes of magnitude 4 and above 

that occurred between 2006 and 2019. By including 

outlier values, a total of 13 clusters have emerged, and it 

is observed that the clusters are more homogeneous as a 

result of the weighting process performed using the k-

means technique. Examples of widespread studies of 

cluster analyses in the field of earthquakes are [15-16-17-

18-19-20-22]. In the data sets consisting of earthquake 

data, aftershocks and precursor shocks were determined 

as dependent variables, and these variables formed 

distributions according to probability laws and 

parameters. These distributions are estimated by 

statistical methods [21]. 

  

Since non-hierarchical clustering methods generally 

contain large data sets and the earthquake data in 

question consists of continuous variables, it would be 

more appropriate to group them with the non-hierarchical 

clustering method in accordance with the data set we 

have. Although it is expected for us that the intra-group 

homogeneity is maximum and the similarity between the 

groups is minimum in order to create ideal clusters, it is 

aimed to create optimal groups by using the K-Mean 

technique for the number of clusters determined by us 

and then to examine the heterogeneity of the said groups 

with the Euclidean Distance. In the stages of cluster 

analysis, while determining certain objectives and after 

the selection of variables, the specific questions that the 

researcher should answer are as follows [24]; 

 

- Is the sample size large enough? 

-Are there outliers in the data and can these outliers be 

removed from the research? 

-How can the similarities between observations be 

determined? 

-Is there a need for standardization of the data? 

 

Many different approaches can be used to answer the 

above questions. But none of these questions is sufficient 

to be a definitive answer. For this reason, each different 

approach will produce different results for the same data. 

For this reason, just like factor analysis, cluster analysis 

will be more affected by the design of the research and 

the method selection process compared to other 

multivariate methods [25]. The main purpose of cluster 

analysis is the similarity and distances between units. For 

this reason, the first step of the analysis in question is the 

creation of a similarity or distance matrix. However, one 

of the most important decision points is whether 

standardization of the data is necessary before calculating 

similarity measurements. The reason for this is that these 

measurements are sensitive to size differences between 

different scales and variables [25]. Various units of 

distance measurement are proposed to calculate the 

distances of units to variables and between each other. 

The measurement units in question also vary according 

to the measurement units of the variables present in the 

data matrix. If the variables are obtained by proportional 

or intermittent scales, distances or relationship type 

measures are used. If the measurements are made 

according to binary observations, the existing similarity 

and difference measurements between the units are 

beneficial. [11]. In order to obtain reliable results in 

cluster analysis, the number of clusters must be 

accurately determined after the variables are included in 

the model. The researcher's initiative is important in 

deciding the number of clusters, but certain methods have 

been developed to minimize bias. The most practical 

formula for determining the number of clusters is as 

follows [8-10]. 

 

𝒌 = (
𝒏

𝟐
)𝟏/𝟐   (3.1) 

k: Number of clusters 

n: Sample size 

The above formula is mostly used in small volume data 

sets. Its use in large samples creates difficulties for the 

researcher in reaching healthy results. 

The second method for determining the number of 

clusters is the one proposed by Marriot; 

𝑴 =  𝒌𝟐|𝑾|   (3.2) 

W = Within -Groups Sum of squares and Cross 

Products Matrix 

M = Number of clusters 

The third method of determining the number of clusters 

is the method developed by Calinsky and Harabasz; 

𝑪 =  [𝑰𝒛(𝑩)/(𝒌 − 𝟏)] / [𝑰𝒛(𝑾)/(𝒏 − 𝒌)] (3.3) 

W = Within -Groups Sum of squares and Cross Products 

Matrix  

B = Between-Groups Sum of squares and Cross 

Products Matrix 

 

The fourth method of determining the number of clusters 

was proposed by Lewis and Thomas. In this method, two 

criteria are taken into account when deciding on the 

number of clusters. The first of these criteria is the 

explanatory power of the total variance, and the second 

is that the addition of a new set increases the set variance. 

Apart from these methods, there are also some 

informative and advisory rules when deciding on the 

number of clusters [8]. 

 

-Theoretical and practical considerations can suggest a 

certain number of sets.  

- In hierarchical clustering, the distances at which the 

clusters converge can be used critically. This information 

can be obtained from the dendrogram.  

-In non-hierarchical clustering, the ratio of total 

Between-Groups variance to Within-Groups variance 

can be graphed against the number of clusters. The point 

at which a certain break occurs indicates the appropriate 

number of clusters. After this point, it is not beneficial to 

increase the number of clusters. 

-Considering the total number of units and the number of 

variables, the number of clusters obtained should be 

significant. 
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4. Data 

 

This study includes earthquake data covering the year 

1900 and after, which is published on the website of 

Boğaziçi University Kandilli Observatory Regional 

Earthquake-Tsunami Monitoring and Evaluation Center 

[23]. In this data set, since the earthquake data measured 

between 1900 and 1980 did not contain significant 

results, a study was carried out on earthquakes of 3 and 

above that occurred between 01.01.1980 and 31.12.2022. 

The dataset contains a total of 50130 earthquake records. 

Specific concepts related to our data set are as follows; 

 

Magnitude: "xM" The concept of Magnitude, which is 

used as the unit of measurement of earthquakes, is used 

instead of the Richter scale. 

Depth:  It is the shortest distance from the point where 

the energy is released in the earthquake to the earth. 

Latitude:  The angular distance of any point north or 

south of the Equator to the Equator is called Latitude. 

Longitude: The angular distance of any point east or 

west of the initial meridian is called Longitude. 

 

When we examine the earthquake data from 1980 to 

2022, we reach the following conclusions: 

 

❖ 5 ≤ M "There have been 306 earthquakes with a 

magnitude of 5 or higher." 
❖ 4 ≤ M < 5 "There have been 3355 earthquakes 

between magnitude 4 and 5." 
❖ 3 ≤ M < 4 "There have been 46469 earthquakes 

between magnitude 3 and 4." 
 

5. Results and Discussions 

   

50130 earthquake depths and earthquake intensities in 

our data set were considered as variables and the "K-

Means Cluster Analysis" method was used in the SPSS 

program. First of all, the Hierarchical Clustering Method 

was used to calculate the optimal number of clusters, and 

as a result of the dendrogram obtained, it is seen that in 

figure 2 we need to continue the analysis with 5 clusters. 

 

 
 

Figure 2. Dendrogram representation of depth and 

magnitudes 

 

Different cluster element membership in dendrograms 

emerges as a result of differentiation in the sub-

dendrogram and is determined by calculating the 

maximum number of edges [26]. 

Due to the large volume of our dataset, we will be using 

the Non-Hierarchical Clustering Method. When we 

analyze the results obtained by incorporating the 5 

clusters identified in the dendrogram, the frequency 

values of each cluster are presented in Table 1 below; 

Table 1. Frequency Distribution of 5 Formed Clusters  

 

 

Clusters 

1 487 

2 164 

3 340 

4 42070 

5 7069 

Total Frequency 50130 

 

As can be seen Table 1; the most agglomeration occurs 

in the 4th cluster. When the center depth and magnitude 

values of each cluster are examined, the following results 

are obtained.  

 

Table 2. 5 Average depth and magnitude of cluster 

centers 

 

Clusters 
 1 2 3 4 5 

Depth(km) 
 63.7 136.2 97.7 6.3 20.5 

xM 
 3.6 3.7 3.5 3.3 3.3 
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47% of the earthquakes in Turkey occurred at a depth of 

5 to 10 km and 19% of the earthquakes occurred at a 

depth of 0 to 5 km as seen in Table 2. When we look at 

the earthquake intensities, it was observed that 93% of 

them occurred between 3 and 4 magnitudes. Based on 

these data, it seems that the most earthquakes are 

concentrated in the center of the 4th cluster as seen in 

Table 2. 

 

Table 3. 5 Distances of cluster centers relative to each 

other 

Clusters 1 2 3 4 5 

1   72.49 34.06 57.33 43.21 

2 72.49   38.43 129.82 115.70 

3 34.06 38.43   91.39 77.27 

4 57.33 129.82 91,39   14.13 

5 43.21 115.70 77,27 14.13   

 

As can be seen from Table 3; it is seen that the 

earthquakes observed in the 2nd cluster differ from the 

earthquakes observed in the other clusters at the distance 

of the concluded earthquake centers from each other. The 

1st, 2nd, 3rd, 6th, 24th and 25th regions included in the 

2nd cluster are the regions where earthquake faults and 

earthquake intensities are low and occur deeply. 

Therefore, there are 302 earthquakes that occur at a depth 

of 100 km or more. 285 of them occur in these regions. 

Clusters 4 and 5 have close average magnitudes of 3.3 at 

their centers, while depths are 6.3 km in cluster 4 and 

20.5 km in cluster 5. In this respect, it has been observed 

that they differ from other clusters. 

 
 

Figure 3. The 1st distribution of cluster between northern 

latitudes (36o-42o) and eastern longitudes (26o-45o) 

 

The center of the 1st cluster was 3.6 magnitude and 63.7 

km deep. As can be seen from Figure 3; the 2nd, 3rd, 4th, 

5th regions of the 1st cluster are observed intensively and 

some cluster data are observed in the 39th region. 

 

 
 

Figure 4. The 2nd distribution of the cluster between 

northern latitudes (36o-42o) and eastern longitudes (26o-

45o) 

 

The 2nd cluster formed was centered at a magnitude of 

3.7 and a depth 136.2 km. As can be seen from Figure 4; 

the 2nd cluster, which is clustered around this center, is 

densely populated by 1st, 2nd, 3rd, 6th, 24th and 25th 

regions. It has been observed that it consists of data in 

regions. 2.3% of the earthquakes that occurred in Turkey 

occurred at depths of more than 35 km. 

 

 
 

Figure 5. The 3rd distribution of the cluster between 

northern latitudes (36o-42o) and eastern longitudes (26o-

45o) 

 

The 3rd cluster formed was centered at 3.5 magnitude 

and 97.7 km deep. The 3rd cluster, clustered around this 

center, is densely populated by 1st, 2nd, 3rd, 5th, 6th and 

24th regions. It has been observed that it consists of data 

in regions. As can be seen from Figure 5 and as can be 

understood from these 3 clusters we have observed, the 
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potential for earthquakes at every depth and magnitude is 

seen in the 1st, 2nd, 3rd, 6th and 24th regions. It is seen 

that these regions we examined on the map are in the 

Mediterranean, off the coast of Antalya and Datça, as 

well as in Datça, Marmaris and Burdur. We can say that 

the Burdur Grabeni in these regions and the Selimiye and 

Taşlıca Faults in Marmaris produce earthquakes at all 

depths [27]. 

 

 
 

Figure 6. The 4th distribution of cluster (36o-42o) 

between northern latitudes and (26o-45o) eastern 

longitudes 

 

The 4th cluster formed was centered at 3.3 magnitude and 

6.3 km deep. As can be seen from Figure 6; the 4th 

cluster, which is clustered around this center, generally 

contains observations from every region. However, some 

regions where the density is evident stand out. It can be 

said that the Aegean region, Southern Marmara, Malatya 

and Lake Van are observed more intensely. The 

geological structure of the fault lines of the regions in 

these clusters is also a separate research topic.   

   

  
 

Figure 7. The 5th distribution of cluster (36o-42o) 

between northern latitudes and (26o-45o) eastern 

longitudes 

 

The 5th cluster formed was centered at 3.3 magnitude and 

20.5 km deep. As can be seen from Figure 7; the 5th 

cluster, which is clustered around this center, is similar to 

the 4th cluster, and the depth centers are different. In this 

study, it was observed that certain fault lines became 

evident in the clustering of earthquakes with magnitude 

3 and above that occurred between 1980 and 2022 

depending on their depth and magnitude.  

 

6. Conclusions  

 

Although this study does not have any limitations, unlike 

previous studies, cluster analysis was performed on depth 

and magnitude values and consistent information was 

obtained. On similar subjects, it has been contributed that 

clustering analysis can obtain consistent and strong 

results for numerical variables such as depth, magnitude, 

etc. 

This study was conducted on earthquakes of 3 and above 

that occurred in Turkey between 01.01.1980 and 

31.12.2022. The results of the cluster analysis performed 

by grouping 5 clusters with non-hierarchical cluster 

analysis of earthquake data show that intra-group and 

inter-group relationships were detected. In addition, the 

density varies between regions, and at this point, 

examining the geological structures of the fault lines of 

the regions considered in the clusters constitutes a 

separate research topic. 

Clustering analysis studies in earthquakes can be detailed 

by diversifying the techniques and methods or certain 

region used in following studies.  
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